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Gamma densitometry is a frequently used non-intrusive method for measuring component volume frac-
tions in multiphase flow systems. The application of a single-beam gamma densitometer to investigate
oil–water flow in horizontal and slightly inclined pipes is presented. The experiments are performed in a
15 m long, 56 mm diameter, inclinable stainless steel pipe using Exxsol D60 oil (viscosity 1.64 mPa s, den-
sity 790 kg/m3) and water (viscosity 1.0 mPa s, density 996 kg/m3) as test fluids. The test pipe inclination is
changed in the range from 5� upward to 5� downward. Experimental measurements are reported at three
different mixture velocities, 0.25, 0.50 and 1.00 m/s, and the inlet water cut is varied from 0 to 1. The gamma
densitometer is composed of radioactive isotope of Am-241 with the emission energy of 59.5 keV, scintil-
lation detector [NaI(Tl)] and signal processing system. The time averaged cross-sectional distributions of
oil and water phases are measured by traversing the gamma densitometer along the vertical pipe diameter.
Based on water volume fraction measurements, water hold-up and slip ratio are estimated. The total pres-
sure drop over the test section is measured and frictional pressure drop is estimated based on water hold-up
measurements. The measurement uncertainties associated with gamma densitometry are also discussed.
The measured water hold-up and slip ratio profiles are strongly dependent on pipe inclination. In general,
higher water hold-up values are observed in upwardly inclined pipes compared to the horizontal and down-
wardly inclined pipes. At low mixture velocities, the slip ratio decreases as the water cut increases. The
decrease is more significant as the degree of inclination increases. The frictional pressure drop for upward
flow is slightly higher than the horizontal flow. In general, there is a marginal difference in frictional pres-
sure drop values for horizontal and downwardly inclined flows.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

The hold-up measurement techniques based on radiation atten-
uation have been extensively used in multiphase flow applications
(Hewitt, 1978; Åbro and Johansen, 1998). In most applications, it is
the attenuation of radiation (neutron, X-ray and gamma-ray) that
serves as the basis for the measurements. However, gamma densi-
tometry has several advantages compared to the other radiation
attenuation methods. The higher penetration capabilities of gam-
ma-rays in comparison to neutron beams make it ideal system
for measuring phase fractions in large industrial systems (Chaouki
et al., 1997). In addition, it is less expensive compared to the neu-
tron densitometry. The gamma-ray attenuation systems produce
mono-energetic rays without intensity fluctuations contrary to
X-ray attenuation techniques (Stahl and Rohr, 2004). The gam-
ma-ray densitometry is a non-intrusive technique that does not
disturb the flow under investigation. The technique has been
widely applied in a variety of multiphase flow systems in chemical
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and petrochemical processes. Bukur et al. (1996) measured the gas
hold-up and flow regime transition in bubble column using gam-
ma-ray attenuation. Eberle et al. (1994) applied a novel theoretical
method for optimization of a gamma densitometer to measure area
averaged void fraction in gas–liquid flow. The gamma densitome-
try has also been successfully applied in oil–water flows to mea-
sure local phase fractions (Elseth, 2001; Rodriguez and Oliemans,
2006). The MultiPhase Flow Meters (MPFMs) that measure the
water, oil and gas flows offer online measurements and better con-
trol in order to optimize the production in offshore installations.
The component phase fractions in the multiphase flows must be
measured in order to estimate mass flow rates. MPFMs should
preferably have non-intrusive sensors for several reasons, includ-
ing the elimination of pressure drop over the instrument, lack of
impact on the flow and the elimination of detector corrosion
(Åbro and Johansen, 1998). The gamma-ray attenuation technique
is one of the most commonly used method for measuring void frac-
tions in modern MPFMs (Thorn et al., 1997).

Chaouki et al. (1997) have written an extensive outline of the
existing gamma densitometry methods. The basic design of a gam-
ma-ray densitometer consists of a radioactive source, detector and
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signal processing system. The ‘‘heart” of the instrument is the radio-
active source providing gamma radiation at a constant intensity. The
gamma radiation passes through the test volume to the detector sys-
tem. The degree of attenuation experienced by a narrow beam of
gamma radiation is a function of the gamma beam photons’ energy
and the density of the absorbing matter (Blaney and Yeung, 2007).
In two-phase flows, this can be calibrated to measure the component
fractions in the volume covered by the gamma beam. The measure-
ments of volume fractions are generally dependent on the internal
distribution of the components inside the pipeline, i.e. on the flow re-
gime. As the structure of the flow patterns is often unknown or math-
ematically not exactly describable, the flow pattern dependence is
usually neglected in order to calculate volume fractions from gam-
ma-ray attenuation data (Petrick and Swanson, 1958; Spindler
et al., 1988; Jiang and Rezkallah, 1993). A higher accuracy in the mea-
surements can be achieved by multi-beam and multi-source meth-
ods, because multi-path interrogation enables to calculate the
phase fractions of multiphase flow systems without the need to
characterize the flow regime. The phase distribution can be recon-
structed numerically using discrete attenuation data from each
beam location (Stahl and Rohr, 2004).

Wire-mesh sensors are emerging as a phase distribution mea-
surement technique, which can compete with the multi-beam and
multi-source radiation attenuation methods. Prasser et al. (1998)
described the function and construction of wire-mesh sensors. In
addition to the phase distribution measurements, wire-mesh sen-
sors are capable of providing high-speed flow visualization as well
as the measurements of bubble size distributions and gas velocity
distributions (Prasser, 2008). The method has been extensively ap-
plied in gas–liquid flow. However, the technique can also be applied
for oil–water flows due to the differences in electrical conductivity of
the phases. Nevertheless, these complex systems are more expen-
sive than simple single-beam gamma attenuation methods. Hence,
both in industrial and engineering research applications single-
beam gamma densitometers are used extensively for phase fraction
measurements in multiphase flow systems.

In the present work, single-beam gamma densitometry is used
for non-intrusive measurements of local phase distributions in
oil–water flows in horizontal and slightly inclined pipes. In the
experiments, the vertical interface position is measured by travers-
ing horizontal gamma beams. The water hold-up and slip ratio are
calculated based on time averaged gamma densitometry measure-
ments. The total pressure drop over the test section is measured
and frictional pressure drop is calculated based on water hold-up
measurements. The measurement uncertainties associated with
single-beam gamma densitometry are also discussed.
2. Theory

Gamma densitometry exploits the fact that electromagnetic
radiation is attenuated as it passes through matter owing to the
interaction of its photons with the matter. There are more than
ten types of elementary processes of interaction of gamma rays
with matter (Fano, 1953). The two main interactions concerning
gamma densitometry attenuation are photoelectric and Compton
scattering interactions (Sprowll and Phillips, 1980). The photoelec-
tric effect generally predominates at lower radiation energies and
higher ordinal numbers of the absorber, whereas the Compton ef-
fect is more predominant at higher radiation energies, more than
100 keV (Schlieper et al., 1987). Thus, the photoelectric effect is
the main interaction process for Am-241 source with the emission
energy of 59.5 keV, in the present experiments.

The capability of material to absorb gamma radiation is charac-
terized by its mass absorption coefficient (l). The attenuation of
mono energetic gamma-radiation in homogeneous material and
its resulting exponential loss of intensity is governed by the
Beer–Lambert’s law, which can be expressed as (Chaouki et al.,
1997):

I ¼ I0 expð�qlxÞ ¼ I0 expð�jxÞ ð1Þ

I0 is the incident or initial radiation intensity, while I is the
intensity of radiation detected after the beam has traveled a dis-
tance x through the absorbing material. q represents the density
of the absorption material. The linear attenuation coefficient (j)
is defined as the product of mass absorption coefficient and the
density of absorbing material. The value of the mass absorption
coefficient depends on the absorbing material and on the radiation
energy. Pan (1996) correlated the linear attenuation coefficient as a
function of gamma radiation energies for oil and water, from the
data given by Grodstein (1957). In general, the linear attenuation
coefficient of water is higher than oil and it is possible to use this
difference in attenuation of gamma radiation as an indication to
distinguish oil and water phases in a test volume. In the present
experiments, Am-241 source with radiation energy of 59.5 keV is
used. At this energy level, the difference between the linear atten-
uation coefficients of water and oil is about 5.0 m�1.

In two-phase oil–water flow measurements, the geometric dis-
tribution of the two phases affects the signal conversion method in
gamma densitometry. The two extreme configurations are shown
by Petrick and Swanson (1958), in which the phases are distributed
in layers parallel or perpendicular to the beam. The linear and log-
arithmic approximations for describing the correlations between
the loss of radiation intensity in a test volume and its phase frac-
tion can be derived by considering a square control volume, filled
with oil and water as illustrated in Fig. 1. In both cases, the water
volume fraction ew can be defined as:

ew ¼
xw

xo þ xw
¼ xw

x
ð2Þ

where xo and xw are the path lengths of the beam in the oil and
water phases, respectively. The attenuation of gamma radiation
for the perpendicular distribution as shown in Fig. 1a can be given
as:

I ¼ I0 exp �ðqoloxo þ qwlwxwÞ
� �

ð3Þ

where lo and lw are the mass absorption coefficients of oil and
water, respectively. The oil and water phase densities are repre-
sented by qo and qw. Similarly, the parallel distribution as shown
in Fig. 1b yields:

I ¼ xo

x
I0 expð�qoloxÞ þ xw

x
I0 expð�qwlwxÞ ð4Þ

The transmitted intensity of purely oil filled test volume is gi-
ven as:

I0 ¼ I0 expð�qoloxÞ ð5Þ

The analogous transmitted intensity of the purely water filled
test volume can be expressed similarly:

Iw ¼ I0 expð�qwlwxÞ ð6Þ

Eqs. (2), (3), (5), and (6) can be combined in order to obtain a
logarithmic relation for the water volume fraction in the test vol-
ume for perpendicular phase distribution as given below:

ew ¼
lnð I

Io
Þ

lnðIw
Io
Þ

ð7Þ

Similarly, Eqs. (2), (4), (5), and (6) can be combined to yield lin-
ear relation for parallel phase distribution as follows:

ew ¼
I � Io

Iw � Io
ð8Þ



Fig. 1. Attenuation of gamma radiation in a square test volume filled with oil and water: (a) radiation perpendicular to the interface, (b) radiation parallel to the interface.
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where Io and Iw are the calibrated values, i.e. the photon rates mea-
sured for single-phase oil and water. In real situation the configura-
tion will lie somewhere in between these two extremes, but the
authors tend to favour Eq. (7) (Petrick and Swanson, 1958). Hence,
logarithmic approximation is used to estimate water volume frac-
tions throughout this article. These approximations are applicable
only in two-phase systems and only when a narrow collimated
beam is used in the measurement process (Chaouki et al., 1997).
In principle, the water volume fraction profile can be determined
to a fine detail by having a source emitting a narrow beam of radi-
ation and an opposing detector scan across the cross-section. This
yields a series of chordal averaged volume fraction measurements.
The significance of Eqs. (7) and (8) is that the volume fractions
Fig. 2. Simplified flow s
determined in this way is independent of I0 (which depends on
the source strength, the distance between the source and detector
and the detector efficiency), independent of lw and lo (which de-
pend on the pressure and temperature) and independent of the
attenuation in the pipe wall (Kok et al., 2001).
3. Experimental set-up

The experiments were performed in the multiphase flow facility
at Telemark University College, Porsgrunn, Norway. A simplified
flow sheet of the experimental rig is shown in Fig. 2, which is de-
scribed in detail by Kumara et al. (2009a). All experiments are con-
ducted using Exxsol D60 oil and water at room temperature and
heet of the test rig.



Table 1
Physical properties of test fluids at 25 �C and 1 atm.

Liquid
phase

Density
(kg/m3)

Viscosity
(Pa s)

Surface tension
(N/m)

Inter facial
tension (N/m)

Water 996 0.001 0.07197 0.043
Exxsol

D60 oil
790 0.00164 0.02530
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atmospheric outlet pressure. The physical properties of test fluids
are listed in Table 1. The different techniques used for phase frac-
tion and frictional pressure drop measurements are described
below.
3.1. Single-beam gamma densitometry

The gamma densitometer is equipped with a radioactive source,
detector and signal processing system as shown in Fig. 3a. The
source and the detector are located diametrically opposite to each
other on a pipe section. The source is mounted inside a lead shield-
ing container. Both source and detection units are connected to a
linear translation device in order to move them in the vertical
Fig. 3. Gamma densitometry: (a) schematic design of the gamma-ray densitometer, (
direction, with a spatial resolution of 1 mm. This allows the aver-
aged volume fractions to be measured over the whole pipe cross-
section. A controller based on LabView� governs the traversing
system and data acquisition.

There are many isotopes available, which emit gamma rays. The
criteria for the selection of radiation source are; radiation energy
(Ec), half-life (t1/2), cost and availability. The radiation energy of
the source must satisfy two conflicting demands; accuracy of the
measurements and safety. Strong sources avoid the problems
posed by background radiation and may be used with large diam-
eter pipes. The stronger sources also help to reduce the uncertainty
in the counting statistics. However, for a high-energy source, thick
shielding is required, and the large size of the instrument is thus a
disadvantage to the applications where compactness is required. In
addition, very strict safety precautions must be applied in handling
strong radioactive sources. In general, radioactive materials with a
long half-life are used as radiation sources to avoid frequent source
replacements. In addition, frequent calibration measurements
must be performed in order to account the rapid loss of intensity
of radioactive source with a short half-life. Table 2 shows fre-
quently used gamma radiation sources. Cs-137 sources are often
used in conventional gamma-ray densitometers. Cs-137 source
with radiation energy of 661.6 keV, requires about 10 cm of lead
b) schematic showing the principal components of the gamma-ray densitometer.



Table 2
Gamma-ray sources.

Isotope Radiation energy (keV) Half-life

Cs-137 661.6 30.2 years
Co-57 790 270 days
Ba-133 356 10.8 years
Am-241 59.5 433 years
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shielding to meet the safety requirements. This makes the shield
dimensions an obstacle for using this source in compact gamma
densitometers. Co-57 source is not suitable since its short half-life
makes frequent source replacements necessary. For the Ba-133
source 2–3 cm of lead shielding is needed. However, the difference
between the mass absorption coefficients of oil and water becomes
smaller at higher radiation energies (>100 keV), implying that oil
and water phases are difficult to distinguish from each other
(Pan, 1996). The lead shielding requirement is reduced to only
2 mm for the Am-241 source (Åbro and Johansen, 1998). In addi-
tion, it has a longer half-life of 433 years. The Am-241 source thus
offers the best combination of radiation energy and activity over a
longer period. In addition, Am-241 sources are readily available
(Schlieper et al., 1987). Hence, Am-241 source (45 mCi) is used in
the gamma densitometry for the present measurements. The gam-
ma-ray emission is isotropic and fine collimator structure must be
used to generate a narrow beam. In the present system, circular
slot with diameter 3 mm and length 10 mm is used as the source
collimator. The choice of Am-241 does not allow the use of pipe
material with a significantly higher values of linear attenuation
coefficients, as for example steel (j = 945 m�1). Hence, a short
polypropylene pipe section is used for gamma densitometry mea-
surements. The linear attenuation coefficient of polypropylene is
17.90 m�1 at 59.5 keV (Tjugum et al., 2002).

For radiation detection, a thallium activated sodium iodide,
NaI(Tl) scintillator is used. It has higher light output that yields good
energy resolution and the detection efficiency is close to 100% for
low energy gammas (<200 keV). However, it has relatively long de-
cay times (230 ns). This sets a practical counting rate limit of about
105 counts per second. If this limit is exceeded, the scintillator will
saturate and erroneous measurements would results. In order to
stay within the counting rate limit, a less intense beam and longer
counting times are required (Chan and Banerjee, 1981). In the pres-
ent experiments, the observed maximum count rate is below 30,000
counts per second. Hence, the measured count rates are well below
the maximum count rate (105 counts per second) where the detector
becomes saturated. The detector is also collimated so that only
transmitted radiation will be detected whereas scattered radiation
can be neglected. The detector collimator is a rectangular slot with
cross-section 3 � 10 mm and length 10 mm. The main components
of signal processing system of the single-beam gamma densitometer
are shown in Fig. 3b. Scintillation detector emits light when gamma
rays interact with the atoms in the NaI(Tl) crystal. The intensity of
the light produced is proportional to the energy deposited in the
crystal by gamma radiation. The detector is connected to the photo-
multiplier tube (PMT). PMT is a photosensitive device consisting of a
photoemissive cathode followed by focusing electrodes, an electron
multiplier and an electron collector (anode) in a vacuum tube. When
scintillation light impinges the photocathode, photoelectrons are
emitted into vacuum by the photoelectric effect. The number of pho-
toelectrons generated by one gamma ray interaction in the scintilla-
tor is far too low to be properly detected by the read-out electronics.
Hence, the photoelectron signal is amplified directly in the second
part of the PMT, the electron multiplier. It comprises focusing elec-
trodes, a set of dynodes and an anode collecting electrons at the
end. The focusing electrodes voltages direct the photoelectrons to-
wards the first dynode, which is held at a potential of several hun-
dred volts. Each photoelectron is thus accelerated to gain sufficient
energy to cause emission of several electrons upon impact with
the dynode. These electrons are then accelerated towards the next
dynode where the number of electrons is further multiplied. This
process is repeated at all dynodes and number of electrons collected
at the anode is significantly larger than the number of initial photo-
electrons. The highly intensified burst of electrons, arrives at the an-
ode of the tube, still proportional to the energy of origin, is
transferred to form a change at the input capacitor in the preampli-
fier. The preamplifier responds by creating a positive output pulse,
which remains the basic proportional significance. The preamplifier
is built together with photomultiplier tube. There are two inputs to
the preamplifier. The anode output from the photomultiplier tube
and the high voltage supply. The high voltage supply can furnish
an output of ±1–1000 V DC. The output signal of the preamplifier
has an amplitude depending on the input pulse and the high voltage
supply. The signal from the preamplifier is fed into a delay line
amplifier. It produces 100 ns long pulses from the exponential
decaying pulses. Hence, the ‘‘chaos” from the preamplifier is turned
into a sequence of pulses. After the delay line amplifier, a single
channel analyzer (SCA) uses a discriminating window, consisting
of a lower and upper voltage level, to filter this signal, in order to pro-
duce a logic output pulse for every incoming signal resulting from a
photon of a particular energy. The SCA produces a logic output pulse
if a pulse from the delay line amplifier is higher than the low level of
the window and lower than the high level of the window. The gam-
ma source emits photos at a range of energies. The background radi-
ation produces low frequency scatter. In the entire range of
frequencies detected by the photomultiplier tube, the dominant en-
ergy is the energy of the photon that is produced by the decaying pro-
cess of Am-241 this is 59.5 keV. The dominant peak can be isolated
with the electrical circuit producing measurements at a single en-
ergy level. However, nuclear sources may have a second or third less
pronounced peaks. A multi channel analyzer (MCA) is used to find
the number of photons received per second at every energy level.
The multi channel analyzer is a PC containing an ORTEC TRUMP-
PCI pulse height analyzer card run by the MAESTRO-32 MCA Emula-
tion software package.

Photon count recording is initiated when the steady flow condi-
tions are attained. As with all radiation measurement techniques,
because of the statistical nature of the source, there is a compro-
mise between measurement time and accuracy. The greater the
accuracy required, the longer would be the measurement period.
It is described in detail in the following. In the present work, pho-
ton count data collection is undertaken for a period of 50 s at each
measurement site giving a measurement error of 0.97%.

3.2. Pressure drop measurements

The introduction of a small inclination in the pipeline causes the
total pressure drop (dpt/dL) to be a function of elevation as well as
friction and acceleration as given below:

� dpt

dL
¼ �

dpf

dL
� dpa

dL
�

dpg

dL
ð9Þ

The terms on the right-hand side of the above equation are of-
ten designated as fictional (dpf/dL), acceleration (dpa/dL) and grav-
itational (dpg/dL) components of the total pressure drop. The
acceleration component has a negligible magnitude in oil–water
flow systems (Flores et al., 1998) and the frictional component
can be estimated by subtracting the gravitational component from
the experimentally measured total pressure drop.

Rosemount� 3051 differential pressure transmitter (measure-
ment range of 0–50 mbar) is used to measure the total pressure
drop over the test section. The connection pipes to the pressure
transmitter are filled with water. For inclined flows, the frictional



Fig. 4. Gamma densitometry measurements: (a) raw data, (b) water volume
fraction measurements.
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pressure drop can be estimated using the measured total pressure
drop and corrections to account gravitational components due to
the density difference in the pipe and water in the connection
pipes. The frictional pressure drop in the present experimental set-
up can be estimated as:

�
dpf

dL
¼ �dpt

dL
� qmixg sin nþ qwg sin n ð10Þ

where qmix is the mixture density, g is the gravitational acceleration
and L is the distance between the points where the pressure drop is
measured. n is the pipe inclination angle from the horizontal. The
last term in Eq. (10) is added to correct the pressure measurements
due to the presence of water in the connection pipes. The mixture
density could be calculated based on hold-up measurements from
gamma densitometry (Elseth, 2001).

qmix ¼ qwgw þ qoð1� gwÞ ð11Þ

where gw represents averaged water hold-up and it is described in
detail in the following. The differential pressure transmitters are
specially calibrated to handle negative values at low mixture veloc-
ities in upwardly inclined flows. The accuracy of the pressure mea-
surements is ±0.1% of the measurement range, i.e. ±0.05 mbar.

3.3. Investigated flow conditions

The experiments were performed at three different mixture
velocities 0.25, 0.50 and 1.00 m/s. The mixture velocity for oil–
water flow is defined as:

Um ¼
Q o þ Q w

A
ð12Þ

where Qo and Qw are the inlet volumetric flow rates of oil and water,
respectively and A is the pipe cross-sectional area. The water cut
(kw) for oil–water flow is given as:

kw ¼
Q w

Q o þ Q w
ð13Þ

In the present work, the water cut is varied from 0 to 1. The
experiments are performed at five different pipe inclinations
(�5�, �1�, 0�, +1� and +5�).

4. Results

The effects of pipe inclination on the water hold-up, slip ratio
and frictional pressure drop of oil–water flow are investigated in
this section.

4.1. Calibration of gamma densitometer

The gamma densitometer must be calibrated as precursor to
two-phase oil–water flow measurements. For this purpose, the ref-
erence gamma counts for the individual test fluids are determined
in static conditions. The test pipe is filled with each test fluid and
gamma count rates are recorded. Fig. 4a shows single-phase cali-
bration curves for oil and water phases. The number of counts
(or intensity) received is plotted on the x-axis and the normalized
radial position of the pipe is plotted on the y-axis. The measured
radiation intensity for oil is higher than water due to lower linear
attenuation coefficient. The gamma densitometry results are vali-
dated with static two-phase data prior to the flow measurements.
In this case, the measurements are performed on a stratified oil–
water mixture with water cut 0.50, and the results are presented
in Fig. 4. As shown in Fig. 4a, the two-phase case follows the inten-
sity measurements for pure water up to the normalized radial po-
sition �0.08 and it follows intensity measurements for the oil from
the normalized radial position 0.05. The intensity varies from pure
water to pure oil across the interface. The raw intensity data can be
converted into chordal averaged water volume fractions using Eq.
(7) and the results are presented in Fig. 4b. The water volume frac-
tion is expected to be zero in the oil phase and one in the water
phase. At the interface it will be somewhere in between. The mea-
sured water volume fraction is about 0.50 at the center of the pipe.
Good agreement between measurements and visual observations
can be seen except for the measurement points close to the wall.
While measuring close to the pipe wall, parts of the gamma beams
hit the wall instead of the flow, making the control volume very
small. The accuracy of the gamma densitometer decreases with
decreasing control volume, and severely reduced accuracy is ex-
pected in the measurements closest to the pipe wall. This will be
discussed in detail under the section of uncertainty analysis in
the latter part of the paper.

4.2. Water hold-up and slip ratio measurements

The water hold-up (gw) for oil–water flow can be defined as the
fraction of water in a given section of pipe. It can be estimated as:

gw ¼
Aw

A
ð14Þ

where Aw is the cross-sectional area occupied by the water phase. In
stratified flow, the vertical distance from the bottom of the pipe to
the point where the local water volume fraction is equal to 0.50 is
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considered as the interface height and the interface is treated as a
flat surface in order to estimate the flow areas for different phases.
It is possible to measure the liquid fractions as function of time at a
given cross-section of the pipe: the so-called in situ water hold-up.
In oil–water flows, the in situ hold-up will be time-dependent due
to, for example, wavy motion and mixing at the interface. An aver-
aged hold-up value can be obtained by taking some average of the
time-dependent signal. The water hold-up values reported in this
paper are estimated using time averaged water volume fraction
measurements from gamma densitometry.

The slip between the phases is a typical phenomenon, which oc-
cur in liquid–liquid flows in pipes as well as in other multiphase
systems. The ratio between the averaged in situ velocities of the
two phases is often given as slip ratio, S, and it can be calculated as:

S ¼ Uo

Uw
¼ Aw

Ao

Uso

Usw
ð15Þ

where Ao is the flow area occupied by the oil phase. Uso and Usw are
superficial velocities for oil and water phases, respectively. The
superficial velocities for different phases are defined as follows:

Uso ¼
Qo

A
and Usw ¼

Qw

A
ð16Þ

The slip ratio depends on physical properties combined with
flow rates, flow pattern and pipe geometry. S > 1 means that the
oil phase travels faster than the water phase in the pipe while
S < 1 indicates that water is the faster phase.

The measured water hold-up and slip ratio data for different
pipe inclinations and inlet water cuts are presented at mixture
velocity Um = 0.25 m/s in Fig. 5. It is important to note that the
hold-up, which is measured, is in almost all instances significantly
different from the input water cut as shown in Fig. 5a. In upward
flow, there is an expected trend of in situ accumulation of the den-
ser phase, in this case water. When the pipe is inclined downwards,
lower water hold-up values are observed compared to the horizon-
tal flow. In addition, the water hold-up is very dependent on the
pipe inclination when the pipe is nearly horizontal (+1� and �1�).
The water hold-up increase from 0� to +1� appears greater than
from +1� to +5�. At the higher pipe inclination (+5�), high water
hold-up is still favoured but is tempered slightly by the wavy flow
pattern and increased mixing at the interface. Fig. 6 shows the flow
patterns observed for different pipe inclinations at mixture veloc-
ity 0.25 m/s and water cut 0.50. Fig. 6a illustrates the smoothly
Fig. 5. Mixture velocity, Um = 0.25 m/s
stratified flow in the horizontal pipe. At pipe inclination is +1�,
some mixing at the interface is recorded. Nevertheless, oil and
water phases are clearly stratified and large interfacial waves are
not observed as shown in Fig. 6b. Higher mean axial velocities
are observed in the oil phase compared to the water phase at pipe
inclination +5� (Kumara et al., 2009b). As a result, the pressure in
the oil phase over the interface decreases owing to the Bernoulli ef-
fect, and this tends to cause the interfacial waves to grow (Bren-
nen, 2005). Bernoulli forces depend on the differences in the
velocity of the two streams, Du ¼ uo � uw and are characterized
by qðDuÞ2l2

; where q and l are a characteristic density and dimen-
sion of the flow. Hence, for low mixture velocities at pipe inclina-
tion +5� stratified wavy flows are observed as shown in Fig. 6c. The
wavy interface tempered the increase in the water hold-up from
pipe inclination +1� to +5�. At pipe inclination �1�, stratified flow
is observed without interfacial waves and mixing at the interface
as shown in Fig. 6d. The water hold-up significantly decreases
compared to the horizontal flow due to increased water velocity.
At pipe inclination �5� water phase has significantly higher mean
axial velocities compared to the oil phase (Kumara et al., 2009b).
As a result, water phase tends to disperse the oil phase and thick
interface region is observed as shown in Fig. 6e. Hence, the de-
crease in the water hold-up from �1� to �5� is moderated com-
pared to from 0� to �1�.

Fig. 5b presents slip ratio measurements for different pipe incli-
nations and inlet water cut at mixture velocity Um = 0.25 m/s. At
this low mixture velocity, stratified flows are observed, except
for higher water cuts (>0.925) at pipe inclination +5�. For stratified
flow, the slip ratio varies widely with the water cut. Hence, the log-
arithmic scale is used on the y-axis. At pipe inclination +5�, the slip
ratio shows a clear decreasing trend with increasing water cut. The
calculated slip ratio is 24.5 at inlet water cut 0.025 and it reduces
to 1.5 at inlet water cut 0.90. For horizontal flows, it varies from 2.3
to 0.3 as the inlet water cut varies from 0.025 to 0.975. The slip ra-
tio of downwardly inclined pipes varies over a wider range com-
pared to the horizontal pipes. At pipe inclination �5�, the
estimated slip ratios are 1.3 at water cut 0.025 and 0.03 at water
cut 0.975. For low water cuts, the oil moves faster than the water
due to the difference in wetted perimeters giving S > 1. For higher
water fractions, the slip ratio becomes lower and the water veloc-
ity becomes higher than the oil velocity, i.e. S < 1. The measured
slip ratio is equal to one at water cut 0.60 for horizontal flow and
equal to one at water cut 0.90 for pipe inclination +1�. Oil, as the
: (a) water hold-up, (b) slip ratio.



Fig. 6. Different flow patterns at mixture velocity 0.25 m/s and water cut 0.50 for different pipe inclinations: (a) 0�, (b) +1�, (c) +5�, (d) �1�, (b) �5�.
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less dense phase, travels at a considerably higher velocity than
water, so that the slip ratio is always above one for upwardly in-
clined pipe at +5�. In downwardly inclined oil–water flows, the
gravity would favour faster water flow and the slip ratio is below
one over a wide range of water cuts. The slip ratio is above one
up to the water cuts approximately 0.18 and 0.13 for pipe inclina-
tions �1� and �5�, respectively. An increase in slip ratio values is
observed at pipe inclination +5� at higher inlet water cuts
(P0.925). At these flow conditions, a time-dependent plug flow re-
gime is observed that gives some fluctuations in time averaged
gamma densitometry measurements. The separation of oil plugs
from the continuous oil layer starts at water cut 0.925. This flow
pattern has been observed previously by Lum et al. (2006) in up-
wardly inclined oil–water flows. Some fluctuations in measured
slip ratio is observed at pipe inclination +1� at lower inlet water
cuts (<0.075), due to increased mixing.

The measured water hold-up values at mixture velocity 0.50 m/s
for upwardly and downwardly inclined pipes at different water cuts
are given in Fig. 7a. The water hold-up values show a narrow varia-
tion compared to the results at lower mixture velocity, Um = 0.25 m/s
as shown in Fig. 5a. For upwardly inclined flows, the accumulation of
water phase due to the gravity is decreased at higher mixture veloc-
ities due to the increased momentum transfer between the phases
giving lower water hold-up values. At higher water cuts, oil is dis-
persed in water and oil-in-water dispersion is formed and flows over
Fig. 7. Mixture velocity, Um = 0.50 m/s
the water layer for all the pipe inclinations. The degree of mixing is
higher for upwardly and downwardly inclined pipes compared to
the horizontal flow. This mixing effect at higher water cuts gives
lower variations in measured water hold-up values for different pipe
inclinations.

The estimated slip ratio data at mixture velocity, Um = 0.50 m/s,
is given in Fig. 7b. The slip ratio is also varying in a narrow range in
compared to the results at low mixture velocities. At pipe inclina-
tion +5�, oil phase is moving faster than the water phase up to the
water cut 0.85, i.e. S > 1. At higher water cuts, oil phase is dispersed
in water and accumulated at the upper part of the pipe. Although
the discrete oil droplets could move somewhat faster than the sur-
rounding water, their average velocity may still be less than the
averaged water velocity, which also takes into account the faster
moving water at the center of the pipe. Hence, the slip ratio is less
than one at higher water cuts at pipe inclination +5�. As the pipe
inclination decreases the slip ratio decreases. At pipe inclination
�5�, the water phase moves faster than the oil phase, as the water
cut increases above 0.050.

The measured water hold-up as a function of inlet water cut at
mixture velocity 1.00 m/s for different pipe inclinations is given in
Fig. 8a. In this case the water hold-up values for horizontal and
nearly horizontal (�1� and +1�) flows show marginal differences.
This is due to increased momentum transfer between the oil and
water phases at higher mixture velocities. Nevertheless, the water
: (a) water hold-up, (b) slip ratio.



Fig. 8. Mixture velocity, Um = 1.00 m/s: (a) water hold-up, (b) slip ratio.
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hold-up values at pipe inclination +5�, is slightly higher compared
to the horizontal flow at intermediate inlet water cuts
(0.10 < kw < 0.80). On the other hand, it is slightly lower for down-
wardly inclined flow at �5� compared to the horizontal flow. At
low water cuts (<0.075) water phase is dispersed in oil and hold-
up profiles for different pipe inclinations are closely fallen to-
gether. On the other hand, at high inlet water cuts (>0.80) oil phase
is dispersed in water and some fluctuations in measured hold-up
values are observed.

The slip ratio measurements at Um = 1.00 m/s is given in Fig. 8b.
At higher mixture velocities, the slip ratio varies over a narrow
range around S = 1, due to increased level of mixing between oil
and water phases. At low water cuts, increased mixing reduces
the slip between phases. As the inlet water cut increases, the sed-
imentation and coalescence of water droplets increases making a
continuous water layer at the bottom of the pipe. Therefore, the
dual continuous flows are observed at intermediate inlet water
cuts (0.10 < kw < 0.80). The measured slip ratio at pipe inclination
+5� is higher than the measured values for pipe inclinations +1�
and 0�, due to increased water hold-up. In addition, the slip ratio
measurements at pipe inclination �5� are lower than the measure-
ments at �1� and 0�. At higher water cuts, smaller slip ratio values
are observed.

The water hold-up and slip ratio measurements of oil–water flow
in horizontal and inclined pipes have been reported by many
researchers as shown in Table 3. However, the previous investiga-
tions differ from the current work in inclinations, pipe diameters,
fluid properties and flow velocities used. Hence, only a general com-
parison can be performed. Scott (1985), Lum et al. (2002), Abduvayt
et al. (2004) and Lum et al. (2006) studied oil–water flows in up-
wardly inclined pipes. These investigators have reported higher
water hold-up values in upwardly inclined pipes than horizontal
pipes. In general, the slip ratio increases with pipe inclination
(Lum et al., 2006). All the slip ratio measurements presented by Scott
(1985) and most of those by Lum et al. (2002) and Abduvayt et al.
(2004) are in general above one. Lum et al. (2006) have reported slip
ratio values below one at mixture velocity 1.00 m/s at higher water
cuts. Previous studies also show that slip ratio approaches one with
increasing mixture velocity, due to the higher level of mixing (Scott,
1985; Lum et al., 2002, 2006; Abduvayt et al., 2004). The present slip
ratio measurements show a good consensus with previous
investigations.
For downwardly inclined oil–water flows, Abduvayt et al.
(2004) showed that slip ratios are always less or equal to one,
while Cox (1985) found generally low slip ratios, although not al-
ways below one. Lum et al. (2006) presented slip ratios both above
and below one. They observed that slip ratio is generally closest to
one at �5�, due to higher level of dispersion and the effect of grav-
ity. Slip ratios slightly below one have been observed at lower
water cuts at mixture velocity 2.00 m/s. In the present study, slip
ratios above one are observed at low water cuts at mixture velocity
0.25 m/s and 0.50 m/s. In general, smaller slip ratios are observed
for downwardly inclined pipes. Hence, the present measurements
show a good agreement with data presented by Cox (1985) and
Lum et al. (2006) for downwardly inclined oil–water flows.

4.3. Pressure gradient measurements

Fig. 9 presents the frictional pressure drop as a function of
water cut for five different pipe inclinations at mixture velocity
0.25 m/s. It is important to note that, despite the oil being more
viscous phase, single-phase water flow presents a slightly higher
frictional pressure drop in comparison with single-phase oil flow.
In this case, the Reynolds numbers for single-phase oil and water
flows are 6744 and 13,944, respectively. Hence, the water has
higher turbulent intensity, which results in a higher effective vis-
cosity, thereby higher frictional pressure drop. At this low mixture
velocity, stratified flows are observed except at higher and lower
inlet water cuts in inclined pipes. There is little variation of pres-
sure drop with water cuts. However, at higher water cuts some
fluctuations are observed due to mixing at the interface. There
are marginal differences in frictional pressure drop measurements
for pipe inclination �5�, �1�, 0� and +1�. Higher frictional pressure
drop values are observed at pipe inclination +5� compared to the
other pipe inclinations. This can be directly attributed to the in-
creased turbulence level due to stratified wavy flow pattern ob-
served at pipe inclination +5� (see Fig. 6c). Kumara et al. (2009b)
investigated the turbulence structure in wavy oil–water flow at
mixture velocity 0.25 m/s for different pipe inclinations. The re-
sults showed that the interfacial waves cause an increase in the
turbulent intensities and Reynolds stress. Hence, the turbulent le-
vel is significantly increased in stratified wavy flows in comparison
with smoothly stratified flows. This higher turbulence production
in stratified wavy flows extracts more energy from the mean flow.



Table 3
Oil–water flow experiments in pipes.

Authors ID (mm) Inc (�) Superficial velocities (m/s) Physical properties Measured flow properties

Oil Water Oil Water row

q (kg/m3) l (mPa s) q (kg/m3) l (mPa s) (mN/m)

Cox (1985) 50.8 �15 0.05–0.64 0.05–0.64 754 1.38 998 0.894 N/A Water hold-up
�30 Slip ratio

Pressure drop
Scott (1985) 50.8 +15 0.05–0.64 0.05–0.64 754 1.38 998 0.894 N/A Water hold-up

+30 Slip ratio
Pressure drop

Nädler and Mewes (1997) 59 0 0.014–1.44 0.009–1.48 841 31 998 1 N/A Pressure drop
Valle and Utvik (1997) 77.9 0 0–2.33 0–2.33 791 1 1000 0.43 28.5 Water hold-up

Slip ratio
Pressure drop

Angeli and Hewitt (1998) 24.3 0 0.3–3.9 0.3–3.9 801 1.6 1000 1 17 Pressure drop
Alkaya (2000) 50.8 ±5 0.025–1.75 0.025–1.75 847.7 12.9 994.12 0.72 16.7 Water hold-up

±2 Pressure drop
±1
±0.5

Elseth (2001) 56.3 0 0.3–1.51 0.1–1.2 790 1.6 1000 1.02 43 Water hold-up
Slip ratio
Pressure drop
Velocity and turbulence

Lum et al. (2002) 38 0 0.07–2.25 0.07–2.25 828 5.25 998 0.993 40 Water hold-up
+5 Slip ratio

Pressure drop
Abduvayt et al. (2004) 106.4 ±3 0.025–1.502 0.025–1.502 800 1.88 1000 1.0 N/A Water hold-up

±0.5 Slip ratio
0 Pressure drop
90

Lum et al. (2006) 38 �5 0.07–2.78 0.07–2.78 828 5.5 998 0.993 40 Water hold-up
0 Slip ratio
+10 Pressure drop

N/A – not available.
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Thus, higher frictional pressure drops are observed. At pipe inclina-
tion, +1� and �1� stratified flows are mainly observed with some
mixing at the interface. Large interfacial waves are not observed.
Hence, marginal differences in frictional pressure drop are ob-
served. The measured frictional pressure drop at pipe inclination
�5� is very similar to the measured pressure drop for horizontal
flow up to the inlet water cut 0.70. In this case, stratified flow with
some mixing at the interface is observed without large interfacial
waves. Nevertheless, slightly higher frictional pressure drop values
are observed at higher water cuts. The oil–water interface is highly
disturbed due to increased level of mixing at higher water cuts at
pipe inclination �5� compared to the horizontal flow. This would
have led to higher frictional pressure gradients.
Fig. 9. Frictional pressure drop as a function of water cut: Um = 0.25 m/s.
Frictional pressure drop measurements for different inclina-
tions at mixture velocity, Um = 0.50 m/s, are presented in Fig. 10.
One rather striking behavior of the frictional pressure drop in
oil–water flow is observed at higher water cuts, as the mixture
velocity increases from 0.25 m/s to 0.50 m/s. The frictional pres-
sure drop increases quite dramatically at higher water cuts. At high
water cuts, all the oil is dispersed and appears in the form of drop-
lets in the water continuous matrix. The increase in the measured
pressure gradient is a result of an increased effective (or emulsion)
viscosity resulting from interaction of the dispersed droplets. The
peak in pressure drop is observed at inlet water cut equal to 0.90
for horizontal flow. The frictional pressure drop profiles for other
pipe inclinations also show same overall trend as horizontal flow.
Fig. 10. Frictional pressure drop as a function of water cut: Um = 0.50 m/s.
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The peaks in pressure drop for other pipe inclinations are located
between the water cuts 0.90 and 0.925. Nädler and Mewes
(1997) investigated that phase inversion takes place within the
dispersion layer and hence only in a restricted area of the pipe.
The higher frictional pressure gradients that they have observed
at higher water cuts have been attributed to the partial inversion
effect. Elseth (2001) has also reported a similar behavior of the fric-
tional pressure drop of oil–water flow in horizontal pipes in com-
parison with present results. Again slightly higher frictional
pressure drop values are observed for upwardly inclined pipes
due to the higher turbulence level associated with interfacial
waves. There are marginal differences in frictional pressure drop
measurements between horizontal and downwardly inclined
flows.

Fig. 11 represents the frictional pressure drops at mixture veloc-
ity at 1.00 m/s for different pipe inclinations. The peak is observed
at about inlet water cut 0.81 for all the pipe inclinations. At higher
mixture velocities, oil is dispersed in water at lower water cuts
compared to low mixture velocities. Therefore, the peak in pres-
sure drop is observed at lower water cut at higher mixture veloci-
ties. The frictional pressure drop measurements at pipe
inclinations �5�, �1�, 0� and +1� are generally very similar, in
terms of both the trends and the absolute values. However, slightly
higher frictional pressure drops are observed at pipe inclination
+5� due to interfacial waves.

Frictional pressure drop measurements of oil–water flow in
horizontal flows have been presented by many investigators as
shown in Table 3. A peak in pressure drop around the point of
phase inversion (approximately at inlet water cut 0.40) as ob-
served by Angeli and Hewitt (1998) is not seen in any of the exper-
iments. Most likely, the mixture velocity is too small for the
expected peak to appear and the mixing unit at the entrance of
the test section is designed in a way that reduces dispersions
(Kumara et al., 2009a). The present pressure measurements for
horizontal oil–water flow closely follow the data presented by Els-
eth (2001) and Nädler and Mewes (1997). The behavior of the fric-
tional pressured drop of oil–water flow in inclined pipes is not well
documented and the available data do not show a good agreement
with each other. Alkaya (2000) has observed marginal differences
between the frictional pressure drop measurements for horizontal
and inclined flows. Lum et al. (2004) presented frictional pressure
gradient data at 0� and +5� for mixture velocities 1.00 m/s and
2.00 m/s. They have observed little variations of pressure drop with
water cut at mixture velocity 1.00 m/s for both horizontal and up-
wardly inclined flows. In addition, the measured frictional pressure
drops for upwardly inclined pipes are slightly lower compared to
Fig. 11. Frictional pressure drop as a function of water cut: Um = 1.00 m/s.
the horizontal flow. Lum et al. (2006) have reported frictional pres-
sure drop measurements of oil–water flow at different pipe incli-
nations (�5�, 0�, +5� and +10�) for different mixture velocities
from 0.70 m/s to 2.50 m/s. They have found the frictional pressure
drop to be lower in two-phase flow than in single-phase oil flow for
all the inclinations investigated. The frictional pressure gradients
in both upward and downward flows were lower than in horizon-
tal flow despite the similarity in the flow patterns. They have ob-
served little variations in frictional pressure drop with inlet
water cuts at lower mixture velocities. The results of Abduvayt
et al. (2004) showed an increase in the total pressure drop with
pipe inclination. The present measurements show an increase in
frictional pressure drop for upwardly inclined flow due to in-
creased turbulence level associated with interfacial waves. How-
ever, marginal differences in frictional pressure drop are
observed between horizontal and downwardly inclined flows.

4.4. Uncertainty analysis

There are several sources of uncertainty that must be accounted
for and minimized when making gamma densitometry measure-
ments. In general, they can be listed as follows:

� Nonlinear detector response due to dead time.
� Background noise.
� Statistical uncertainty in photon counts.
� Uncertainties due to dynamic fluctuations of the flow field.
� Uncertainties due to geometric volume fraction distribution

assumptions.

The problems related to the dead time of scintillation detectors
are discussed in detail by several authors (Müller, 1973; Reda et al.,
1981). The detector converts each individual gamma photon into a
light pulse, which is detected using a photomultiplier tube. The
light energy emitted rises sharply as a function of time until it
reaches a maximum and then begins to decay exponentially. The
system thus has an inherent time scale s and measurements at
rates comparable to or exceeding 1/s will not directly yield accu-
rate count rates. Reda et al. (1981) provided measurements indi-
cating s = 3–5 ls, where the observed nonlinear response is
fitted to the following model:

Iact ¼
Iobs

1� sIobs
ð17Þ

Iobs is the observed or measured intensity and Iact is the actual inten-
sity in counts per second. In the present experiments, s has been
estimated by first obtaining single-phase gamma scans at known
locations. The ratio of the single-phase count rates at each location
is then compared to the expected attenuation predicted using the
exponential decay law, with known path lengths. Finally, the non-
linear model given above by Reda et al. (1981) is used to correct
for the deviation between the expected and observed values. s
was estimated to be 0.04 ls for the present system. Fig. 12 shows
the effect of s on the present measurements. It shows how well
the curve fit used to determine s agrees with the data and illustrates
that s may be smaller for present system than for previously re-
ported values because the data does not extended very far into
the nonlinear regime which would be required to make a better
estimate of s. The measured count rates are well within the linear
response region of the detector. Thus, for the current set of operat-
ing conditions, measured intensities or count rates do not need to
be corrected using s to yield accurate values.

The presence of background noise due to electrical noise and
background radiation should be accounted. It is estimated by
recording count rates when the source is closed. It represents a sys-
tematic bias in the signal that will increase all count rates by approx-
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imately the same amount in the linear response region of the detec-
tor. In the present system, the observed maximum count rate due to
background noise is 1.5 counts per second, which represents in an
uncertainty of less than 0.006%. Since this count rate is negligible
and it was not subtracted from the experimental measurements.

The total measurement error (rtot) depends on the following
sources of errors; statistical error (rstat), dynamic fluctuations of
the flow field (rflow) and geometric volume fraction distribution
assumptions (rgeo). Moffat (1988) has given the correlation of
these independent sources of uncertainty as:

ðrtotÞ2 ¼ ðrstatÞ2 þ ðrflowÞ2 þ ðrgeoÞ2 ð18Þ

The statistical error is the fundamental uncertainty that exists
due to the random nature of photon emission by radioactive
sources. This error is called the random photoemission error (Els-
eth, 2001). The error due to dynamic fluctuations of the flow field
(rflow) is caused due to the changes of the volume fraction profile
during the measurements. Although the measurements are taken
in the region of quasi-steady flows, dynamic fluctuations often ex-
ist in oil–water flows. They are negligible for stratified, wavy and
bubble flows, but the contribution of rflow to the total measure-
ment error can be expected in the order of statistical error for slug
and plug flow (Stahl and Rohr, 2004). In the present measure-
ments, plug flow regime is observed only for higher water cuts
(kw > 0.925) at mixture velocity 0.25 m/s in upwardly inclined pipe
at +5�. The rest of the gamma measurements are performed with
segregated or dispersed flows where rflow has a negligible influence
on the total measurement error. In the case of geometrically com-
plex flow patterns, it is necessary to use approximations to calcu-
late the volume fractions from the measured radiation attenuation
data. Typically used approximations are exponential or linear
attenuation models, as discussed earlier. The measurement errors
associated with these approximations (rgeo) for different flow re-
gimes were reported in detail by Stahl and Rohr (2004). They have
found that the linear approximation is more appropriate for flow
patterns whose phase interfaces are mainly oriented parallel to
the radiation, while profiles with perpendicular interfaces or dis-
perse flow patterns can be better approximated logarithmically.
However, they have also reported that the logarithmic approxima-
tion can produce better results within the range of the statistical
error for all the flow patterns except slug flow. In the present work,
the same approach is adopted. Therefore, it can be concluded that
the rflow and rgeo have a contribution to the total measurement er-
ror, which is less significant than the statistical error for stratified,
wavy and dispersed flow, where the present measurements are
mainly performed.
Fig. 12. Linear and nonlinear response of scintillation detector.
Pan (1996) has given a correlation in order to estimate the ran-
dom photoemission error associated with gamma densitometry as
given below:

rstat ¼
�1

Hðlwqw�loqoÞ tI0 exp½�lwallqwallHwall� lwqwewþloqoð1�ewÞ
� �

H�
� �0:5

ð19Þ

where H and Hwall represent total (wall + oil + water) and wall dis-
tance traveled by the gamma beam, respectively. t and I0 represent
the measuring time and incident intensity (counts per second) of
the gamma beam. As can be seen in Eq. (19) a total number of ele-
ven parameters influence the statistical error of the measurements.
Nevertheless, lw, lo and lwall are not independent variables be-
cause it is known that the mass absorption coefficient for a given
substance depends on the gamma energy, Ec. The measurement er-
ror is finally determined by nine independent parameters: t, Ec, H,
I0, xwall, ew, qw, qo and qwall (Pan, 1996). The fluid densities and
the density of the pipe material are already specified for a given sys-
tem and the phase fraction, ew, simply varies with the flow condi-
tions. It is straightforward to identify the optimum values for
some of the parameters. For, instance the measuring time should
be as large as practicable. In this section the effect of measuring
time, radiation energy and beam position on the measurement error
will be investigated further.

The gamma radiation emitted during the nuclear decay of
radioactive source of Am-241 having a long half-life has an approx-
imately constant count rate. The nuclear decay itself, however, is a
statistical process giving a fundamental inaccuracy in the measure-
ments due to the normal photon fluctuations (Schlieper et al.,
1987). According to the Eq. (19), the measurement error is inver-
sely proportional to the measuring time:

rstat ¼
Kffiffiffiffiffiffi
tI0
p ¼ Kffiffiffiffi

N
p ð20Þ

where K is a constant for a given system and N is the total photon
count acquired at a given measurement site. The measurement er-
ror decreases as the number of counts increases. Hence, a sufficient
number of counts are required to achieve a higher accuracy of mea-
surements. The effect of measuring time on the accuracy can be
estimated assuming constant linear attenuation coefficients for flu-
ids and wall material, fixed gamma beam across the pipe center and
ew = 1, where ew is phase fraction of most absorbing phase, in this
case water. In Fig. 13a, the measurement error is given as a function
of the measuring time. The accuracy improves continuously with
increasing measuring time. The measurement error is significantly
higher for short measurement periods. In the present experiments,
gamma counts are recorded for 50 s at each measurement point,
giving a measurement error of 0.97%.

The mass absorption coefficients of oil and water in Eq. (19) are
uniquely determined by the gamma radiation energy as discussed
earlier, i.e. l = l(Ec). Hence, the measuring error of phase fraction
measurements in a given two-phase system is strongly dependent
on radiation energy level. For the oil–water system, the measure-
ment error as a function of radiation energy is given in Fig. 13b.
The estimation is carried out assuming fixed incident radiation
intensity (28,400 counts/s) and constant linear attenuation coeffi-
cient of wall material. The gamma beam is positioned across the
pipe center and the measuring time is 50 s. It is further assumed
that, ew = 1. As can be seen in the figure, the error increases as
the radiation energy increases. The marginal difference between
mass absorption coefficients of oil and water at higher radiation
energy levels gives significant measurement errors. The present
set-up with Am-241 source having radiation energy, Ec = 59.5 keV,
gives measurements with an error of 0.54%.



Fig. 13. Errors of gamma densitometry measurements: (a) error as a function of the measuring time, (b) error as a function of the radiation energy.
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The present system transmits a 3 mm wide, parallel beam from
a collimated source to a collimated detector. The source and the
detector system is then traversed span-wise across the pipe
cross-section. As the gamma beam is traversed, different liquid
and wall lengths are observed. Hence, the error at different beam
positions in the same counting time will be different as suggested
by Eq. (19). In order to study this effect, it is necessary to calculate
the beam averaged wall and liquid lengths that the beam passes
through. Consider a beam of thickness b passing through a circle
of radius rint at distance y from the center as illustrated in
Fig. 14a. An average liquid length (HLiq) across the thickness of
the gamma beam can be calculated by dividing this area by the
beam thickness b as given below (Watson, 1998):

HLiq ¼
r2

int

2b
sinð2hÞ þ 2h½ �

arcsin y0þb
rint

	 


arcsin y0
rint

	 
 ð21Þ

where h is in radians as indicated in Fig. 14a. Similarly, the averaged
wall length (Hwall) can be estimated as given below:

Hwall ¼
r2

ext

2b
½sinð2hÞ þ 2h�

arcsin y0þb
rext

� �
arcsin y0

rext

� � � r2
int

2b
½sinð2hÞ þ 2h�

arcsin y0þb
rint

	 


arcsin y0
rint

	 


ð22Þ
Fig. 14. Measurement error due to different beam position: (a) calculation
where rext represents the external radius of the pipe. The total dis-
tance (H), can be calculated as:

H ¼ HLiq þ Hwall ð23Þ

Eqs. (19), (21), (22), and (23) can be used to estimate the mea-
surement error as a function of the distance from the center of the
pipe to the gamma beam as illustrated in Fig. 14b. In this case, fol-
lowing assumptions are made: constant incident gamma beam
intensity (I0 = 28,400 counts/s), measuring time (t = 50 s), phase
fraction (ew = 1) and constant linear attenuation coefficients for flu-
ids and wall. The largest error is observed when the gamma beam
in located very close to the pipe wall. The error decreases as the
gamma beam moves towards the center of the pipe. The minimum
error of 0.53% is observed at the center of the pipe. While measur-
ing close to the pipe wall, parts of the gamma beams hit the wall
instead of the flow, making the control volume very small. The
accuracy of the gamma densitometer decreases with decreasing
control volume, thus severely reduced accuracy is expected in
the measurements closest to the pipe wall.

5. Conclusions

Single-beam gamma densitometry is a non-intrusive, reliable
and relatively inexpensive method of component fraction mea-
of averaged liquid thickness, (b) error as a function of beam position.
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surements in multiphase flow systems. In the present work, single-
beam gamma densitometer is used to measure water volume frac-
tions in oil–water flow in horizontal and slightly inclined pipes.
The water hold-up, slip ratio and frictional pressure drop data
are presented based on gamma densitometry measurements. The
measurement uncertainties associated with single-beam gamma
densitometry are also discussed.

In general, higher water hold-up values are observed for up-
wardly inclined pipes. For downwardly inclined pipes, lower water
hold-up values are observed compared to the horizontal and up-
wardly inclined pipes. The measurements show that the water
hold-up is very sensitive for pipe inclination at lower mixture
velocities. For all pipe inclinations, at mixture velocities 0.25 and
0.50 m/s, the slip ratio decreases as water cut increases. As the
mixture velocity increases the slip ratio approaches one, due to in-
creased level of mixing. At higher mixture velocity, Um = 1.00 m/s,
there are marginal differences in hold-up and slip ratio measure-
ments for horizontal and near horizontal flows. The water phase
is dispersed in the oil at higher mixture velocities for lower inlet
water cuts giving smaller slip ratios. In general, the present obser-
vations on water hold-up and slip ratio show a good consensus
with previous investigations.

The frictional pressure drop is estimated based on measured to-
tal pressure drop and water hold-up data. At low mixture velocity,
Um = 0.25 m/s, there are smaller variations of frictional pressure
drop with inlet water cut. A peak in pressure drop is observed at
higher inlet water cuts at mixture velocities, 0.50 and 1.00 m/s.
At these mixture velocities, the oil phase is dispersed in the water.
The observed peak in frictional pressure drop can be attributed to
the dispersion effect of oil in the water phase. The measured fric-
tional pressure drop profiles for horizontal and inclined flows show
some similarities in their overall shape. The frictional pressure
drop in upwardly inclined pipes is slightly higher than in horizon-
tal pipes. This could be directly attributed to the increased turbu-
lence level associated with wavy flow structure. However,
marginal differences in frictional pressure drop are observed be-
tween horizontal and downwardly inclined flows.

The measurement uncertainties associated with single-beam
gamma densitometer are also discussed. The statistical error is
mainly governed by the measuring time, radiation energy and
the beam position for a given system. Time duration of 50 s is used
as the measuring time at each point giving an acceptable error of
0.97%. Higher accuracy can be achieved by increasing the measur-
ing time. The radiation energy of 59.5 keV from Am-241 source
gives an error about 0.54%. The measurement error strongly de-
pends on the beam position. The large measurement errors are ob-
served when the beam is close to the pipe wall. The minimum error
of 0.53% is observed at the center of the pipe. From the results pre-
sented, it can be concluded that the single-beam gamma densitom-
eter can be successfully used to measure phase fractions in oil–
water flow systems with an acceptable accuracy.
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